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Introduction

* One of the most performant off-the-shelf supervised machine learning
algorithms.

* This means that when you have a problem and you try to run a SVM on it, you
will often get pretty good results without many tweaks. Despite this, because it is
based on a strong mathematical background, it is often seen as a black box.

* The first SVM algorithm is attributed to Vladimir Vapnik in 1963. He later worked
closely with Alexey Chervonenkis on what is known as the VC theory, which
attempts to explain the learning process from a statistical point of view, and they
both contributed greatly to the SVM. You can find a very detailed history of SVMs
here.

* In real life, SVMs have been successfully used in three main areas: text
categorization, image recognition, and bioinformatics (Cristianini & Shawe-
Taylor, 2000). Specific examples include classifying news stories, handwritten
digit recognition, and cancer tissue samples.
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We have plotted the size and
weight of several people, and
there is also a way to distinguish
between men and women.
With such data, using a SVM
will allow us to answer the
following question:
* Given a particular data
point (weight and size),
is the person a man or a
woman ?
For instance: if someone
measures 175 cm and weights
80 kg, is it a man of a woman?
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The point L is a separating hyperplane in one dimension ~
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Alcohol by volume for two different wines
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* That's why the objective of a SVM is to find the optimal
separating hyperplane:

* because it correctly classifies the training data

* and because it is the one which will generalize better
with unseen data
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Figure 11-direction of a vector
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